
Figure 15: MFEM BP1 Skylake-to-EPYC performance ratio versus problem

size.

shows performance versus basis function order. Both systems reach a peak of around a billion DOFs ⇤ CG
iterations per second (1 GDOF).

The 2018 Intel compilers, with the -O3 compilation flag, and MPI implementation were used for all MFEM
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Figure 16: MFEM BP1 performance on Skylake and EPYC versus basis function

order.

Figure 17: STREAM triad memory bandwidth using two di↵erent a�nity

settings for thread placement on EPYC (left) and Skylake (right).

tests. GCC 7.1, and AOCC 1.2 produced lower performance on EPYC, especially at smaller problem sizes.
The OpenMP variant of the STREAM triad benchmark was also executed. Skylake achieves a peak

memory bandwidth of 211 GB/s and EPYC reaches 197 GB/s; a 7% di↵erence. Figure 17 shows the
bandwidth on EPYC and Skylake. The GCC 6.1 compiler and 2018 Intel compiler with flags -O3 -fopenmp

-D OPENMP were used to compile the STREAM on EPYC and Skylake, respectively.
Additional details, plots, scripts, and run logs from the MFEM BP1 and STREAM tests are available on

GitHub: https://github.com/cwsmith/epyc_vs_skylake.

4. CEED LIBRARIES AND APPLICATIONS

4.1 Improvements in the CEED API library, libCEED

The CEED API library, libCEED, was released in milestone CEED-MS10 as a lightweight portable library
that allows a wide variety of ECP applications to share highly optimized discretization kernels.

A main component of the CEED 1.0 e↵ort, was the continued improvement of libCEED and specifically
improving the performance of the MAGMA backend and redesigning the API for operators and qfunctions to
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facilitate usability and increase robustness.

Active/Passive API

The libCEED API was updated for operators and qfunctions. The opaque qdata field was replaced with
the ability to add input and output fields to the qfunctions and operators individually. The example below
demonstrates the new API:

1 // Create a QFunction for the mass matrix
2 CeedQFunctionCreateInterior(ceed , 1, mass , __FILE__ ":mass", &qf_mass);
3 CeedQFunctionAddInput(qf_mass , "rho", 1, CEED_EVAL_NONE);
4 CeedQFunctionAddInput(qf_mass , "u", 1, CEED_EVAL_INTERP);
5 CeedQFunctionAddOutput(qf_mass , "v", 1, CEED_EVAL_INTERP);
6

7 // Create an operator for the mass matrix
8 CeedOperatorCreate(ceed , qf_mass , NULL , NULL , &op_mass);
9 CeedOperatorSetField(op_mass , "rho", CEED_RESTRICTION_IDENTITY ,

10 CEED_BASIS_COLOCATED , rho);
11 CeedOperatorSetField(op_mass , "u", Erestrictu , bu , CEED_VECTOR_ACTIVE);
12 CeedOperatorSetField(op_mass , "v", Erestrictu , bu , CEED_VECTOR_ACTIVE);
13

14 CeedOperatorApply(op_mass , u, v, CEED_REQUEST_IMMEDIATE);

Inputs and outputs are added to qfunctions with and associated field name, dimension, and basis evaluation
operation. Fields are added to operators with an associated field name, restriction, basis, and vector.

This new API will facilitate multiphysics coupling. For instance, with a coupled velocity-pressure operator
for incompressible flow a single active input vector could be used in multiple operator fields with di↵erent
restrictions to give both pressure and velocity inputs to the qfunction. Previously, only one basis and
restriction could be associated with each operator.

Additionally, this API change allows users to clearly update additional outputs from a qfunction. Modifi-
cations to the qdata were less visible in the previous API.

Overall, this redesign of the API is more extensible, provides clearer and more self-documenting code,
and is less brittle. Furthermore, it will facilitate future development of the library capabilities and enable
composition of operators.

4.2 Application Engagements

In this section we report on the progress in the CEED team engagement with the ExaSMR and Urban ECP
applications, We address the algorithmic development and performance improvements, related to the needs
of these applications, as well as the potential collaborations extended to the E3SM and ExaWind teams.

4.2.1 ExaSMR

As is the case with many of the exascale applications, ExaSMR is characterized by a wide range of temporal
and spatial scales that require modeling to be realistically surmountable, even in the context of an exascale
computing platform. For the thermal-hydraulics analysis, hundreds of thousands of flow channels comprise
turbulent flow with very fine solution scales. The channels are typically hundreds of hydraulic diameters in
length. For full reactor-core simulations, the ExaSMR strategy is to use Reynolds-Averaged Navier Stokes
(RANS) in the majority of the core with more detailed large eddy simulations (LES) in critical regions. In
addition, while the turbulence is challenging to resolve, it tends to reach a statistically fully-developed state
within just a few channel diameters, whereas thermal variations take place over the full core size.

Jacobian-free Newton Krylov Method Implementation into Nek5000. To accelerate the time to
solution, CEED is assisting the ExaSMR team in developing fully implicit and steady state solvers for thermal
transport and RANS. For thermal transport, we have imported the Jacobian-free Newton Krylov (JFNK)
routines from NekCEM drift-di↵usion solver [12] to Nek5000 and performed the prelimiary tests for the flow
problems demonstrated in Figure 18. Figure 19 shows fast converging to the steady state solutions with the
small number of pseudo-time steps (left). Our approach includes an inexact formulation representing the
action for the Jacobian matrix-vector multiplication that involves GMRES iterations during the Newton
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Figure 18: Jacobian-free Newton Krylov pseudo-time stepping, applied for

conjugate heat transfer for cylinder, annulus and vortex problems for both

PN � PN and PN � PN�2 formulations of Nek5000.

iteration step. The iteration counts for Newton and GMRES in each pseudo-time step are demonstrated
(right). In order to reduce the GMRES iterations for the convection-di↵usion operator, we are currently
working on preconditioning techniques involving overlapping Schwarz, tensor-product preconditioners, and
spectral-element multigrid.

Figure 19: Jacobian-free Newton Krylov pseudo-time steppings, converging to

steady-state solutions for cylinder, annulus and vortex problems while demon-

strating how the physical time (log scale) increases in each pseudo-time step (left).

Newton iteration counts per pseudo-time step and the GMRES iteration counts

per each Newton iteration (right) for vortex problem.

RANS Model in Nek5000 with Jacobian-free Newton Krylov Method. We extend the JFNK
method for a RANS model [11] that is a 5-equation model, defined as the following with the turbulent kinetic
k and the specific dissipation rate ! in addition to the velocity field v, to represent the turbulent properties
of the incompressible flows:

k =
hu02i+ hv02i+ hw02i

2
(3)

where u0, v0 and w0 are fluctuation component of velocity vector around the ensemble-averaged mean velocity
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vector v = (u, v, w), where

@(⇢v)

@t
+r · (⇢vv) = �rp+r ·


(µ+ µt)

✓
rv +rvT � 2

3
r · v

◆�
(4)

@(⇢k)

@t
+r · (⇢kv) = r · (�krk) +Gk � Yk + Sk (5)

@(⇢!)

@t
+r · (⇢!v) = r · (�!r!) +G! � Y! + S!, (6)

where µ is the molecular viscosity and µt is the turbulent viscosity with the continuity equation for incom-
pressible flow

r · v = 0. (7)

4.2.2 Urban Systems

Nek5000 Simulations for Goose Island Geometry of Chicago. In collaboration between Urban and
CEED teams, Nek5000 simulations were performed for a portion of Goose Island geometry of Chicago.
Approximately 1/6 of the target area has been generated as spectral element meshes using Cubit. The initial
tests have been conducted with various resolutions on ALCF/Mira. We are currently investigating how to
improve the boundary layers near the ground and around the building in order to produce the reference LES
solution up to high Reynolds numbers.

Mesh Flexibility with Nek-Nek Overlapping. Next step is to build the various meshes and start
increasing the domain size to cover the whole area of Goose Island, improve boundary condition modeling, and
run the setup on ALCF/Theta. CEED team’s e↵ort will include providing flexibility with mesh generation
and design optimization of the city block geometry through Nek-Nek overlapping mesh approach.

Figure 20: Volume rendering of streamwise velocity from the preliminary

Nek5000 LES flow over a portion of Chicagos Goose Island geometry.

4.2.3 Other Applications

We are currently engaging the ExaWind and E3SM teams for potential collaborations. ExaWind has
particularly challenging requirements that might be addressed through ongoing developments in Nek5000. In
particular, Exawind is exploring LES and RANS models with boundary layer elements that have extremely
high (> 103) aspect ratios. Nek5000 advances in FEM-SEM preconditioners, steady-state and implicit

Exascale Computing Project (ECP) 27 CEED-MS18



unsteady RANS solvers, and GPU-based solvers have the potential for significant breakthroughs in this area.
Concerning E3SM, the CEED team will be participating in a joint mini-symposium with Mark Taylor at the
International Conference on Spectral and High-Order Methods (ICOSAHOM 18) next month (July 2018)
http://www.icosahom2018.org, where we will have a chance to demonstrate the progress made with the
bake-o↵ problems and with libCEED as a viable exascale development vehicle.

4.2.4 Nek5000 GPU Porting on OLCF/Summit

Nek5000 supports extended portability to multiple (GPUs), currently using pragma-based OpenACC and
CUDA Fortran for local parallelization of the computing-intensive operator evaluations. The Nek5000
communcation library, gslib, http://github.com/gslib/gslib, supports all operations (local-gather, global-
scatter, global-gather, local-scatter operations) on the GPU with direct communication between remote
GPUs using OpenACC pragmas, which eliminates the data movement between GPU and CPU.

Summit/OLCF Early Science Program (ESP) Proposal with ExaSMR. Together with the ExaSMR
team, CEED team members (Fischer, Min) have submitted OLCF Summit Early Science program on Core-

Level High Fidelity Simulations: Toward Exascale Simulations of Nuclear Reactor Flows.

Nek5000 GPU Performance on Summit without Optimization. Over 95% of the operations in
Nek5000 consist of tensor contractions, which are e↵ectively implemented through BLAS3 calls on CPUs. On
GPUs, further parallelization is needed, as already developed in our OpenACC work [5, 6, 9] with which we
began initial porting of Nek5000 on OLCF Summit. Figure 21, shows the results for Nek5000 on Summit
vs. number of nodes, with 42 CPUs per node for the CPU curve and 6 GPUs per node for the GPU curve.
The case is a 17⇥17 pin geometry with E = 221600 elements of order N = 11 (n = EN3 = 294, 949, 600). It
is clear that the GPU runs outperform the CPU case by a factor of two in the peak-performance-per-node
limit. Table 2 shows the solution times, parallel e�ciency and number of points per rank for the Summit
results of Figure 21. We observe in Table 2(a) superlinear speedup in the CPU case because of performance
variance for the 20-node run, which can result from less cache reuse or system noise. For n/P ⇡ 70, 000, the
CPU continues to deliver order unity e�ciency. Table 2(b) reveals that the e�ciency for the GPUs is ⇡ 60%
parallel when n/P ⇡ 500, 000, which is also in keeping with expectations, given the standard performance
fall-o↵ for GPUs, which have a relatively high n 1

2
.

4.2.5 GPU Support Progress of Nek5000 + libCEED

Plans towards Integration of Nek5000 with libCEED. Current steps towards enhanced GPU perfor-
mance include incorporation of the libCEED library. Nek5000 will utilize libCEED for further performance

# of Nodes on Summit Time (seconds) E�ciency on CPUs n/P
20 991 1.00 351130
40 415 1.19 175565
60 268 1.23 117043
80 203 1.22 87782
100 172 1.15 70226

(a) CPU Performance (42 Cores)

# of Nodes on Summit Time (seconds) E�ciency on GPUs n/P
20 452 1.00 2457913
40 270 0.84 1228956
60 207 0.73 819304
80 170 0.66 614478
100 152 0.59 495182

(b) GPU Performance (6 GPUs)

Table 2: Strong Scalings on Summit.
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Figure 21: Nek5000 strong-scale results on OLCF/Summit CPUs & GPUs.

improvement. libCEED provides multiple back-ends dedicated to performant hardware, as well as support
for heterogeneous MPI configurations, which on Summit would include some cores driving GPUs and some
acting as compute cores.

Current Stage of Nek5000 Integration with libCEED. We initiated Nek5000 integration with libCEED
using BP1 example which is inline with MFEM and PETSc. We extended the example to BP3, and currently
these changes are to be merged with master branch. We note that Nek5000 stores its local data in E-vector
format which does not require the conversion step from L-vector to E-vector when applying a CeedOperator.

5. OTHER PROJECT ACTIVITIES

5.1 OCCA v1.0 Release

OCCA v1.0 was released with many new features, including:

• Updated API to expose backend-specific features in a generic way.

• New OKL Parser better suited for language transforms and error handling.

See https://github.com/libocca/occa for more details. A number of CEED packages, including libCEED
and libParanumal are being updated to use the new features.

5.2 MFEM v3.4 Release

MFEM v3.4 was released with many new features, including:

• Significantly improved non-conforming unstructured AMR scalability.

• Integration with PUMI, the Parallel Unstructured Mesh Infrastructure from RPI.

• Block nonlinear operators and variable order NURBS.

• Conduit Mesh Blueprint support

• General high-order-to-low-order refined field transfer.

• New specialized time integrators (symplectic, generalized-alpha).

• Twelve new examples and miniapps.
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• And many more, see http://mfem.org for details.

MFEM is also now o�cially part of OpenHPC, a Linux Foundation project to provide software components
required to deploy and manage HPC Linux clusters, including a variety of scientific libraries.

5.3 MAGMA v2.4.0 Release

We released MAGMA 2.4.0 on June 25, 2018. This release included performance improvements as well
as some new dense and sparse numerical linear algebra routines and functionalities (see http://icl.cs.

utk.edu/magma/software/). Most notably, as related to CEED, we developed and released performance
improvements across many batch routines, including batched TRSM, batched LU, batched LU-nopiv, and
batched Cholesky.

5.4 FEM-SEM Preconditioning

CEED researchers have performed extensive test and development of finite-element (FE) based preconditioners
for Poisson problems based on the spectral element method (SEM). Because of their spectral equivalence,
FE preconditioning of the SEM o↵ers the prospect of nearly bounded iteration counts. While the method
dates back to the origins of high-order elements [8], practical implementations have to date been lacking
because the corresponding FEM problem is di�cult to solve. New low-order discretization developments
presented in [2], coupled with e�cient and scalable algebraic multigrid implementations from Hypre, have
led to an approach that, for particularly challenging geometries, can yield as much as a 40% reduction in
Navier-Stokes solution times over the hybrid-Schwarz multigrid solvers currently used in Nek5000.

5.5 Outreach

CEED researchers were involved in a number of outreach activities in Q3 of FY18,, including: the Intel
co-design meeting in Santa Clara, Apr 10-12 (six CEED representatives attended), keynote at the 6th
European Seminar on Computing and Nek5000’s 6th User Meeting held Apr 17-18 at the University of
Florida. We submitted 4 papers for publication, and CEED’s Panayot Vassilevski was named a SIAM fellow
for 2018. The team is also making final preparations for the upcoming CEED-organized minisymposium,
”E�cient High-Order Finite Element Discretizations at Large Scale”, at the International Conference in
Spectral and High-Order Methods (ICOSAHOM18) and CEED’s 2nd annual meeting to be held August 8-10,
2018 at the University of Colorado, Boulder.

6. CONCLUSION

In this milestone, we developed a high-order Field and Mesh Specification (FMS) interface that allows a
wide variety of applications and visualization tools to represent unstructured high-order meshes with general
high-order finite element fields defined on them.

The artifacts delivered include a simple API library and documentation for the new FMS interface, freely
available in the CEED’s FMS repository on GitHub. See the CEED website, http://ceed.exascaleproject.
org/fms and the CEED GitHub organization, http://github.com/ceed for more details.

In this report, we also described additional CEED activities performed in Q3 of FY18, including:
extensive benchmarking of CEED Bake-O↵ problems and kernels on BG/Q, GPU and AMD/EPYC platforms,
improvements in libCEED, results from application engagements, progress on FEM-SEM preconditioning,
three new software releases, and other outreach e↵orts.

ACKNOWLEDGMENTS

This research was supported by the Exascale Computing Project (ECP), Project Number: 17-SC-20-SC,
a collaborative e↵ort of two DOE organizations—the O�ce of Science and the National Nuclear Security
Administration—responsible for the planning and preparation of a capable exascale ecosystem—including
software, applications, hardware, advanced system engineering, and early testbed platforms—to support the
nation’s exascale computing imperative.

Exascale Computing Project (ECP) 30 CEED-MS18



This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore
National Laboratory under Contract DE-AC52-07NA27344, LLNL-TR-748602.

REFERENCES

[1] Mark W. Beall and Mark S. Shephard. A general topology-based mesh data structure. International
Journal for Numerical Methods in Engineering, 40(9):1573–1596, 1997.

[2] P. Bello-Maldonado and P. Fischer. Scalable low-order finite element preconditioners for high-order
spectral element Poisson solver. submitted, 2018.

[3] M.O. Deville, P.F. Fischer, and E.H. Mund. High-order methods for incompressible fluid flow. Cambridge
University Press, Cambridge, 2002.

[4] W.S. Don and A. Solomono↵. Accuracy and speed in computing the Chebyshev collocation derivative.
Technical Report NASA-CR-4411, 1991.

[5] Jing Gong, Stefano Markidis, Erwin Laure, Matthew Otten, Paul Fischer, and Misun Min. Nekbone
performance on GPUs with OpenACC and CUDA fortran implementations. Special issue on Sustainability

on Ultrascale Computing Systems and Applications: Journal of Supercomputing, 72:4160–4180, 2016.

[6] S. Markidis, J. Gong, M. Schliephake, E. Laure, A. Hart, D. Henty, K. Heisey, and P. Fischer. OpenACC
acceleration of the Nek5000 spectral element code. Int. J. of High Perf. Comp. Appl., 1094342015576846,
2015.

[7] David S. Medina, Amik St.-Cyr, and Timothy Warburton. OCCA: A unified approach to multi-threading
languages. CoRR, abs/1403.0968, 2014.

[8] S.A. Orszag. Spectral methods for problems in complex geometry. J. Comput. Phys., 37:70–92, 1980.

[9] Matthew Otten, Jing Gong, Azamat Mametjanov, Aaron Vose, John Levesque, Paul Fischer, and Misun
Min. An MPI/OpenACC implementation of a high order electromagnetics solver with GPUDirect
communication. The International Journal of High Performance Computing Application, 30(3):320–334,
2016.

[10] E.S. Seol and M.S. Shephard. E�cient distributed mesh data structure for parallel automated adaptive
analysis. Engineering with Computers, 22(3-4):197–213, 2006.

[11] A. Tomboulidesa, S. M. Aithal, P. F. Fischer, E. Merzari, A. V. Obabkob, and D. R. Shaver. A novel
numerical treatment of the near-wall regions in the k-! class of RANS models. International Journal of
Heat and Fluid Flow, 2018.

[12] Ping-Hsuan Tsai, Yu-Hsiang Lan, Misun Min, and Paul Fischer. Jacobi-free Newton Krylov method for
Poisson-Nernst-Planck equations. to be submitted, 2018.

[13] Kevin Weiler. The radial edge structure: a topological representation for non-manifold geometric
boundary modeling. Geometric modeling for CAD applications, pages 3–36, 1988.

Exascale Computing Project (ECP) 31 CEED-MS18


